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Introduction I
• Web surveys struggle with increasingly low response rates (Daikeler et al. 2020)

• Respondents are frequently recruited through non-probability sampling
• Social media platforms, online access panels, and crowdsourcing platforms
• Quick and easy access to diverse respondent pools (Lehdonvirta et al. 2021; Zindel 2022)

• However, data quality and integrity are potentially threatened by bots (Griffin et al. 
2022; Höhne et al. 2024; Storozuk et al. 2020; Xu et al. 2022; Yarrish et al. 2019; Zhang et al. 2022)

• Programs that autonomously interact with digital systems, such as web surveys
• Bots may change survey outcomes and thus political and social decision-making

• Bots were already used to manipulate public opinion through social media
• For example, during Brexit-Referendum in 2016 (Gorodnichenko et al. 2021)
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Introduction II
• Research on how to prevent bots from infiltrating web surveys is scarce (Griffin et al. 

2022; Höhne et al. 2024; Storozuk et al. 2020; Xu et al. 2022; Yarrish et al. 2019; Zhang et al. 2022)

• Methods preventing bots from entering web surveys (e.g., CAPTCHAs)
• Analyzing answer behavior (e.g., open narrative answers) 
• Analyzing completion behavior (e.g., response times)

• Previous studies underestimate the capabilities of advanced LLM-driven bots 
(Höhne et al. 2024)

• LLM-driven bots overcome CAPTCHAs, solve attention checks, and skip honey pot questions
• Simulate human-like response behavior and provide coherent open narrative answers
• Established bot detection strategies are not effective anymore

!! LLM-driven bots require new strategies for bot detection !!
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Research Questions (RQs)

• RQ1: What are the characteristics of open narrative answers in web surveys 
provided by LLM-driven bots? 

• RQ2: Can we detect LLM-driven bots in web surveys by predicting robotic 
language in open narrative answers? 
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Method: Bot Development
• We utilize two LLM-driven bots: LLM & LLM+ bot (Höhne et al. 2024)

• Linked to LLM Gemini 1.5 Pro (Google 2024)

• Each bot comes with two different prompt designs
• Prompts adopted from Höhne et al. (2024): baseline design
• Baseline design + instruction to introduce misspellings (misspelling design)
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LLM bot LLM+ bot (inherits LLM bot skills)
+ Classifies web survey content into opinion-based, emails, and   
attention checks using LLM 

+ Overcomes CAPTCHAs, attention checks, and honey pot questions

+ Uses LLM to understand and answer questions meaningfully

+ Reads questions and mimics human time delay

+ Remembers previous answers (memory)

+ Answers based on respondent characteristics (personas)

+ Handles questions with audio-visual content (speech-to-text)

+ Simulates paradata (mouse movements and clicks, scrolling, and 
keystrokes)



Method: Bot Showcase
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Method: Data and Analyses
• Web survey on same-gender partnerships programmed with Unipark

• Three open narrative questions: Child adoption, discrimination, and final comment
• Each bot took the web survey 400 times (N = 800) in February 2025
• We conducted a web survey through Facebook (N = 1,512) in February/March 2024

• Each answer was labeled based on whether it was …
• … generated by a bot (robotic language = “yes”)
• … obtained through the Facebook survey (robotic language = “unclear”)

• RQ1: Text-as-data methods in the form of answer length and word choice

• RQ2: Predicting robotic language
• Fine-tuning BERT for each ONQ, using the dichotomous label as ground truth 
• Performance evaluation: Precision, recall, and F1 score
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Results: Exemplary Answers
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LLM bot LLM+ bot Facebook survey

Jeder sollte die gleichen 
Chancen haben, eine Familie 
zu gründen. Liebe ist Liebe.

Translation:
Everyone should have the 

same opportunities to start 
a family. Love is love.

Ein Kind braucht ‘ne Mutter 
und ‘nen Vater. So is das 

nun mal vorgesehen.

Translation:
A child needs a mother and 

a father. That's how it's 
meant to be.

Hauptsache es wird sich gut 
um das Kind gekümmert.

Translation:
The most important thing 

is that the child is well 
taken care of.



Results: Answer Length (RQ1)

11

0

10

20

30

40

LLM bot LLM+ bot Facebook
survey

ONQ1

0

10

20

30

LLM bot LLM+ bot Facebook
survey

ONQ2

0

10

20

30

LLM bot LLM+ bot Facebook
survey

ONQ3

Note. Average number of words. 
One-way ANOVA: p < 0.001.

Note. Average number of words. 
One-way ANOVA: p < 0.001. 

Note. Average number of words. 
One-way ANOVA: p < 0.001.



Results: Word Choice (RQ1)
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Note. Each word cloud contains the 100 most frequently mentioned words (ONQ1) among the LLM bot, LLM+ bot, and Facebook survey,
respectively. The size of a word is proportional to its frequency.

LLM bot LLM+ bot Facebook survey



Results: Predicting Robotic Language (RQ2)
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Table 1. Prediction performance aggregated for bots and prompt designs

ONQ1 ONQ2 ONQ3

Training set size (60%) 960 960 758

Validation set size (20%) 320 320 253

Test set size (20%) 320 320 253

Precision 0.98 0.97 0.99

Recall 0.99 1.0 0.97

F1 score 0.98 0.99 0.98

Note. We used the “bert-base-german-cased” model via the “Simple Transformers” library in 
Python. For ONQ1 and ONQ2, we used all 800 bot answers as well as 800 randomly selected 
Facebook survey answers, respectively, to create a balanced sample. For ONQ3, in contrast, we 
used all 632 Facebook survey answers as well as 632 randomly selected bot answers.  



Discussion and Conclusion
• There are similarities between LLM-driven bots and the Facebook survey

• LLM-driven bots provide meaningful open narrative answers 
• No systematic differences regarding answer length
• Word choice may offer clues when it comes to detecting LLM-driven bots

• BERT reliably predicts robotic language in open narrative answers
• Between 97 and 100 percent of LLM-driven bots are correctly detected
• Applies to both bots (LLM and LLM+) and prompt designs (baseline and misspelling)

• In a next step, we explore further possibilities regarding bot detection
• Predicting robotic language in ONQs that BERT was not fine-tuned with
• Using BERT to predict prevalence of LLM-driven bots in web survey data
• Making predictions based on closed questions
• Examining bots that are connected to other LLMs, such as GPT-4 and Llama 3.3
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Many thanks for your attention!

hoehne@dzhw.eu
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Appendix A: Open Narrative Questions
• ONQ1: In the last question, you indicated to find it [very good | rather good | 

rather not good | not good at all] that married same-sex partners in Germany 
can adopt children. Please explain to us in your own words why you chose this 
response.

• ONQ2: In your opinion, to what extent is discrimination against gay, lesbian and 
bisexual people a problem or no problem in Germany?

• ONQ3: Finally, we would like to give you the opportunity to say something about 
our survey. Do you have any comments or suggestions on the survey as a whole 
or on individual questions?
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Appendix B: Word Choice (ONQ2)
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Note. Each word cloud contains the 100 most frequently mentioned words (ONQ1) among the LLM bot, LLM+ bot, and Facebook survey,
respectively. The size of a word is proportional to its frequency.

LLM bot LLM+ bot Facebook survey



Appendix C: Word Choice (ONQ3)
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Note. Each word cloud contains the 100 most frequently mentioned words (ONQ1) among the LLM bot, LLM+ bot, and Facebook survey,
respectively. The size of a word is proportional to its frequency.

LLM bot LLM+ bot Facebook survey
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