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Abstract 

Advances in information and communication technology, coupled with a smartphone increase 

in web surveys, provide new avenues for collecting answers from respondents. Specifically, the 

microphones of smartphones facilitate the collection of voice instead of text answers to open 

questions. Speech-to-text transcriptions through Automatic Speech Recognition (ASR) systems 

pose an efficient way to make voice answers accessible to text-as-data methods. However, there 

is little evidence on the transcription performance of ASR systems when it comes to voice 

answers. We therefore investigate the performance of two leading ASR systems – Google’s 

Cloud Speech-to-Text API and OpenAI’s Whisper – using voice answers to two open questions 

administered in a smartphone survey in Germany. The results indicate that Whisper produces 

more accurate transcriptions than Google’s API. Both systems produce similar errors, but these 

errors are more common for the Google API. However, the Google API is faster than both 

Whisper and human transcribers. 

 

Keywords: Automatic Speech Recognition (ASR), Built-in microphone, Narrative questions, 

Smartphone survey, Transcription quality 

 

Introduction 

Web surveys are an established data collection method in social sciences. Compared to other 

survey modes, such as in-person interviews, they have some key advantages, including 

timeliness and cost-effectiveness (Callegaro et al., 2015). From a respondent perspective, web 

surveys are also advantageous since they come with almost no time and location restrictions 

(Mavletova, 2013). This especially applies to web surveys completed on smartphones. 

From a research perspective, web surveys convince through technological accessibility 

(Struminskaya et al., 2020). This accessibility is supported by an increase in respondents 

completing web surveys through smartphones (Gummer et al., 2023; Revilla et al., 2016). 

Smartphones introduce new research avenues because they are equipped with numerous 

sensors, such as accelerometer and microphone, that support the collection of digital data 
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augmenting the information collected in web surveys (Struminskaya et al., 2020). For example, 

the microphones included in smartphones make it possible to ask respondents to answer open 

questions verbally (Gavras et al., 2022; Höhne & Claassen, 2024; Höhne et al., 2024; Höhne et 

al., 2023; Lenzner et al., 2024; Revilla & Couper, 2021; Revilla et al., 2020). 

Voice answers collected in smartphone surveys facilitate the collection of rich information 

by triggering narrations (Höhne et al., 2024). Respondents can express themselves freely and 

without much burden since they only need to press a button to record their answers. As a result, 

voice answers contain more words and characters than text answers that are entered manually 

(Gavras et al., 2022; Höhne et al., 2024; Revilla et al., 2020), while requiring shorter response 

times (Revilla et al., 2020). Voice answers consist of more topics than their text counterparts 

(Gavras et al., 2022; Höhne et al., 2024) and produce somewhat higher validity (Gavras & 

Höhne, 2022). The tonal cues included in voice answers can be used to predict respondents’ 

interest levels (Höhne et al., 2023). This adds a new layer to the investigation of answer 

behavior. However, voice answers are often accompanied by high item-nonresponse. Earlier 

studies report item-nonresponse rates varying between 25% and 60% (Gavras et al., 2022; 

Revilla et al., 2020; Revilla & Couper, 2021). 

Another challenge associated with voice answers is that they must be transcribed into text 

for analysis. This adds an extra step to data processing, because transcriptions are usually 

conducted manually by humans. The transcription of audio files usually takes three to eight 

times longer than the recorded speech input (McMullin, 2023). 

Advances in Automatic Speech Recognition (ASR) could help circumventing manual 

transcription. For example, Google’s Cloud Speech-to-Text API (Google, 2023) and OpenAI’s 

Whisper (Radford et al., 2023) automatically convert speech into text. Although such ASR 

systems claim to perform well, there are few empirical studies testing their performance. This 

especially applies to studies that are related to survey research. An exception is the study by 

Meitinger et al. (2024) investigating the transcription quality of voice answers. The authors 

used the Questfox tool (see https://questfox.online/en/questmanagement) that utilizes Google’s 

Cloud Speech-to-Text API. They found that background noise and the presence of third parties 

decreased transcription quality, while respondent characteristics, such as age and education, did 

not affect transcription quality. However, in about 60% of the transcribed voice answers, the 

meaning of at least one word changed due to the ASR transcription. 

The study by Meitinger et al. (2024) is an intriguing example, but it comes with some 

limitations. First, the study was conducted in Dutch, which is a low-resource language (i.e., few 

data is available to train ASR systems). It remains unclear whether the results are transferable 

to more prominent languages, such as German. Second, data collection and voice answer 

transcription were conducted in 2020. ASR systems are rapidly evolving so that it remains open 

whether the results still hold. Finally, the authors only used one commercial ASR system, and 

thus there is a knowledge gap on the performance of open-source systems. 

We attempt to overcome the research gap on the performance of ASR systems in 

transcribing voice answers from smartphone surveys and contribute to a more efficient handling 

of large voice datasets. This is important because voice answers from smartphones are 

comparatively short – sometimes they last only a few seconds – but ASR performance improves 

with the speech input length (Proksch et al., 2019). In addition, voice answers can be affected 

by background noise – respondents can answer whenever and wherever they want (Mavletova, 

https://questfox.online/en/questmanagement
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2013) – potentially lowering transcription accuracy (Pentland et al., 2022). We therefore 

compare two leading ASR systems – one commercial system (Google’s Cloud Speech-to-Text 

API) and one open-source system (OpenAI’s Whisper) – to manual (human) transcripts. 

Specifically, we address the following research questions: 

 

1) What is the transcription quality of ASR systems? 

2) What type of errors occur in ASR transcriptions? 

3) How long does transcription by ASR systems and humans take? 

 

Method 

Data 

Data were collected in the Forsa Omninet Panel in Germany in November 2021. Forsa drew a 

cross-quota sample from their online panel based on age (young, middle, and old) and gender 

(female and male). They also drew quotas on education (low, medium, and high). The quotas 

were calculated based on the German Microcensus, which served as a population benchmark. 

Respondents were invited to the survey via email and were provided with information 

about the device to be used (smartphone) and a link to the survey. The first survey page provided 

an overview of the topics and outlined the procedure. It also included a statement of 

confidentiality assuring that the study complies with existing data protection laws and 

regulations. Prior informed consent for data collection was obtained by Forsa. They also 

compensated respondents in the form of bonus points worth 1 Euro. 

 

Sample 

Forsa invited 6,745 respondents to participate in the survey; no respondents were screened out 

because of full quotas or because they tried to access the survey with another device than a 

smartphone. A total of 1,681 respondents started the survey, but 680 of them broke-off before 

they were asked study-relevant questions. Respondents randomly assigned to a text answer 

condition broke-off less often (159) than respondents randomly assigned to a voice answer 

condition (521). 

Of the 1,001 respondents, 500 participated in the text condition and 501 in the voice 

condition. Participation rate was about 15% among all invitees. We also compared the sample 

composition between the two conditions, but did not find significant differences regarding age, 

gender, education, smartphone skills, and Internet usage (the Appendix A reports sample 

characteristics of both conditions). In this study, we exclusively focus on respondents that were 

assigned to the voice condition. 

 

Questions 

We asked two open questions with requests for voice answers in the form of comprehension 

probes. The two open probing questions (OPQs) were tailored to two closed questions (CQs) 

dealing with the relationship between citizens and state that were adopted from the International 

Social Survey Program (ISSP 2013, 2014). 

CQ1: To what extent do you agree with the following statement? I feel more like a citizen 

of the world, and thus connected to the world as a whole, and less as a citizen of a particular 
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country. Answer options: 1 “Strongly agree,” 2 “Agree,” 3 “Neither, nor,” 4 “Do not agree,” 5 

“Do not agree at all,” and 6 “Can’t say” 

OPQ1: How did you understand the term “citizen of the world” in the last question? Press 

and hold the microphone icon while recording your answer. 

CQ2: There are different views about people’s rights in a democracy. How important is it 

that citizens may engage in acts of civil disobedience when they seriously oppose government 

actions? Answer options: 1 “Not at all important” to 7 “Very important” and 8 “Can’t say” 

OPQ2: How did you understand the term “civil disobedience” in the last question? Please 

provide examples. Press and hold the microphone icon while recording your answer. 

At the beginning of the survey, respondents received a description on how to provide 

voice answers (see Appendix B). For recording respondents’ voice answers, we utilized the 

open-source SurveyVoice (SVoice) tool (Höhne et al., 2021). SVoice is based on different 

program languages and records voice answers via the microphone of smartphones, irrespective 

of the operating system (the Appendix C shows example screenshots of the questions). 

 

Analyses 

Item-nonresponse rates were high: 36.9% (n = 185) for OPQ1 and 39.7% (n = 199) for OPQ2. 

This leaves us with 618 voice answers for transcription and analysis. The data from both OPQs 

were aggregated since the overall conclusion did not change. 

We transcribed voice answers using Google’s Cloud Speech-to-Text API V2 (Google, 

2023) and OpenAI’s Whisper (Radford et al., 2023). Google’s API is a commercial system that 

charges its customers per minute (we deployed the default setting without data logging). In 

contrast, Whisper is an open-source system that can be installed on a computer and operated 

through Python. To achieve highest transcription performance, we deployed Whisper’s model 

“large.” The language code for both ASR systems was set to German. Transcriptions took place 

on 8th February 2024 (Google’s API) and from 7th to 8th February 2024. 

The human transcription was carried out by a student assistant, who was instructed to 

transcribe the audio recordings verbatim, but to exclude hesitation markers (e.g., “um”) and 

fillers (i.e., repetitions). These were rarely transcribed by the ASR systems and in the few cases 

in which it was done, we deleted both hesitation markers and fillers. The second author checked 

10% of the student assistant’s transcripts (n = 124), uncovering only minor mistakes, such as 

spelling errors. Some voice answers (n = 8) had to be excluded because the recording quality 

was low (neither the ASR systems nor the human transcriber could decipher them). 

The two OPQs under investigation were also substantially analyzed in an article on web 

probing (Lenzner et al., 2024). 

 

Results 

Research question 1 

To examine our first research question on the quality of ASR transcriptions, we developed the 

following coding scheme: 1) perfect or almost perfect, 2) small discrepancies or minor errors, 

and 3) insufficient quality or major errors (the Appendix D provides the coding scheme). Two 

student assistants independently coded all ASR transcripts. Coder agreement was 91.3% for 

OPQ1 (Cohen’s kappa = 0.84) and 88.9% for OPQ2 (Cohen’s kappa = 0.82). Agreement was 

higher for Whisper (93.2%, Cohen’s kappa = 0.84) than for the Google API (87.1%, Cohen’s 
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kappa = 0.80). Cases in which the two coders disagreed were reviewed by the second author 

who made a final judgment. 

For Google’s API, we find that 36.7% of transcripts are perfect or almost perfect, 43.3% 

have small discrepancies or minor errors, and 20.0% are of insufficient quality or have major 

errors. For Whisper, in contrast, we find that 72.5% of transcripts are perfect or almost perfect, 

22.3% have small discrepancies or minor errors, and 5.2% are of insufficient quality or have 

major errors. 

 

Research question 2 

A student assistant coded the ASR transcripts according to error types, using a coding scheme 

that was inductively developed from the data: 1) “no mistake,” 2) “misspelling,” 3) “word 

separation error,” 4) “word transcription error,” 5) “missing words,” 6) “incorrect grammatical 

form,” and 7) “words added by mistake.” We used an inductive coding approach and developed 

the coding schemes based on the data rather than using preconceived codes. This was because 

we had only few a priori assumptions about possible error types and wanted to prevent the data 

analysis from being limited by predefined categories (the Appendix D provides the coding 

scheme). 

The student assistant coded the transcripts regarding whether an error type occurred or 

not, but not how often it occurred. For example, if two “misspellings” were identified in an 

individual transcript, this transcript only received the second code once. A second student 

assistant independently coded all transcripts again. Coder agreement was 82.4% for OPQ1 

(Cohen’s kappa = 0.77) and 86.3% for OPQ2 (Cohen’s kappa = 0.83). Agreement was higher 

for Whisper (87.7%, Cohen’s kappa = 0.81) than for the Google API (80.9%, Cohen’s kappa = 

0.78). Cases in which the two coders disagreed were reviewed by the second author. 

For Google’s API, we find that 26.4% of the transcripts show no mistakes, 9.8% show 

misspellings, 7.5% show a word separation error, 56.2% show a word transcription error, 34.3% 

show missing words, 27.0% show an incorrect grammatical form, and 3.9% show words added 

by mistake. For OpenAI’s Whisper, we find that 56.2% of the transcripts show no mistakes, 

3.1% show misspellings, 2.1% show a word separation error, 30.8% show a word transcription 

error, 11.1% show missing words, 12.0% show an incorrect grammatical form, and 3.3% show 

words added by mistake. 

 

Research question 3 

The two student assistants independently transcribed a random subset of 20%1 of the voice 

answers again (OPQ1: n = 63 and OPQ2: n = 60), while recording the time (in seconds) required 

for transcribing the voice answers. These times were averaged across the two transcribers and 

extrapolated to 100% of the voice files. 

It took both students 106 minutes to transcribe the 20% subset. When extrapolating this 

transcription time to 100% of the voice answers, the manual transcription would have taken 530 

minutes. In contrast, Google’s API took 73 minutes and OpenAI’s Whisper took 509 minutes 

for all voice answers. Thus, Google’s API is about 7 times faster than a human transcriber and 

OpenAI’s Whisper. 

 
1 The average duration of the 20% subset of the voice answers (22.3 seconds) corresponds to the average duration 

of all voice answers (23.3 seconds). 
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Summary 

The goal of this study was to provide insights into the performance of ASR systems to contribute 

to an efficient handling of voice datasets from large-scale smartphone surveys. We addressed 

three research questions and compared the performance of two leading ASR systems: Google’s 

Cloud Speech-to-Text API (commercial) and OpenAI’s Whisper (open-source). Our findings 

reveal substantial differences between ASR systems when it comes to transcription quality and 

time. 

Regarding transcription quality (RQ1) we found that 20% of the transcripts of the Google 

Cloud Speech-to-Text API show insufficient quality or major errors, while only about 5% of 

the transcripts of Whisper show such a low quality. More than 70% of Whisper’s transcripts are 

perfect or almost perfect. This applies to less than 40% of Google’s transcripts. Both systems 

produce transcripts with small discrepancies or minor errors that do not substantially affect the 

meaning or content. However, Google’s rate (about 43%) is almost twice as high as Whisper’s 

rate (about 22%). We therefore recommend favoring Whisper over Google when transcribing 

voice answers. Other studies using OpenAI’s Whisper for transcribing German voice answers 

on differing question topics, such as sensitive topics (Höhne et al., 2024) and final comment 

questions (Höhne & Claassen, 2024), also report an overall high transcription quality. 

In terms of error types occurring in ASR transcriptions (RQ2), both systems show 

similarities. Most discrepancies are due to “word transcription errors,” “missing words,” or 

“incorrect grammatical forms.” This applies to Google’s Cloud Speech-to-Text API and 

OpenAI’s Whisper, although the error rates are higher for Google. These error types can shift 

the outcomes when analyzing the linguistic (e.g., lexical richness and diversity; Benjamin, 

2012) and content characteristics (e.g., Structural Topic Models; Roberts et al., 2019) of voice 

answers, which are common and frequently employed text-as-data methods. 

Regarding the time it takes to transcribe voice answers through ASR systems and human 

transcribers (RQ3), we found large differences. It appears that Google’s Cloud Speech-to-Text 

API is substantially faster (about 1.2 hours) than OpenAI’s Whisper (about 8.5 hours). Thus, 

Whisper is only slightly faster than the human transcribers (about 8.8 hours). One explanation 

is that Whisper, in contrast to the Google API, is running on the user’s computer. The difference 

may vanish when using more powerful hardware. The investigation of transcription time is 

crucial because it helps both researchers and practitioners to estimate the time it takes to 

automatically transcribe voice answers. This especially applies to research settings in which 

various parties are involved relying on a smooth workflow. 

This study has three limitations that provide avenues for future research. First, we only 

analyzed voice answers from a German smartphone survey. This limits the generalizability of 

our findings to other countries or languages. Considering the state of research there is a lack of 

empirical studies investigating the performance of ASR systems when it comes to the 

transcription of voice answers. This especially applies to low-resource languages for which 

ASR systems may perform less good. Therefore, a cross-national investigation based on voice 

answers from different languages would be worthwhile. Second, we did not investigate 

respondent (e.g., education) and environmental characteristics (e.g., background noise) 

associated with insufficiently transcribed voice answers. Considering the very good 

performance by Whisper, this investigation may only appear worthwhile for the Google API. 

There were only eight voice answers that had to be excluded, because neither the ASR systems 
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nor the human transcribers could decipher them. Finally, we only conducted descriptive analysis 

on the transcription quality and error types. Future studies could go beyond these descriptives 

applying text-as-data methods. For example, this includes downstream analyses of the text, 

including lexical structures (Benjamin, 2012), sentiments (Pang & Lee, 2008), and topic models 

(Roberts et al., 2019, Weston et al., 2023). 

Compared to text answers, voice answers from smartphone surveys introduce an 

additional data processing layer before the application of (qualitative or quantitative) text 

analysis. The rise of ASR systems provides a time- and cost-efficient way to manage this 

additional data processing. Considering our results a combination of ASR systems (Whisper) 

and human transcribers may be best to ensure a high transcription quality. Specifically, we 

recommend checking a random subset of automatically transcribed voice answers before 

starting with substantive text analysis (Höhne & Claassen, 2024). 
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Appendix A 

 

Table A1. Sample characteristics of the text and voice conditions 

Respondent characteristics Text condition Voice condition 

Age 48.1 48.7 

Female 50.0 48.3 

Medium education 41.0 42.5 

High education 29.2 26.4 

Smartphone skills 5.6 5.6 

Internet usage 6.1 6.0 
Note. We report means for age (in years), smartphone skills (1 “very bad” to 7 “very good”), and Internet usage (1 

“not at all” to 7 “very often”). For female (1 = “yes”), medium education (1 = “yes”), and high education (1 = 

“yes”), we report percentages instead. 

 

Appendix B 

Instruction for the voice condition 

Today we would like to ask you some questions about various social and political issues. You 

will be asked several times to give your answers verbally in your own words. You can record 

your answers via the microphone of your smartphone (similar to WhatsApp or other messaging 

apps). 

Press and hold the microphone icon while recording your answer. 

Once you have recorded your answer, you can stop pressing the microphone icon. A tick 

will indicate that you have successfully recorded your answer. If you want to re-record your 

answer (e.g., due to recording problems), click on “Delete recording” and simply record your 

answer again. 

After successful recording, click on “Next” to continue with the survey as usual. 

Of course, your answers will be kept completely confidential. 

 

Note. The instruction was placed at the beginning of the smartphone survey. The original German wordings of the 

instruction are available from the first author on request. 
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Appendix C 

 

 
Figure 1. Example screenshots of the questions 
Note. Closed question (CQ1) and open probing question (OPQ1) on “citizen of the world.” CQ1 is on the left and 

OPQ1 is on the right. 

 

Appendix D 

 

Table D1. Coding scheme: first research question 

Code Quality Description 

1 Perfect or almost perfect Verbatim transcripts 

2 Small discrepancies or minor 

errors 

Transcripts can be analyzed without listening to the 

recordings or looking at the manual transcriptions 

3 Insufficient quality or major 

errors 

Transcripts cannot be analyzed without listening to 

the recordings or looking at the manual 

transcriptions 

4 Poor quality recording Neither the ASR systems nor the human transcriber 

could decipher them 
Note. In total, n = 8 recordings had to be excluded because of poor quality recording (code 4). 
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Table D2. Coding scheme: second research question 

Code Error type Description 

1 No mistake No error at all 

2 Misspelling Error in writing that does not necessarily lead to 

interpretation problems (e.g., “citisen” instead of 

“citizen”) 

3 Word separation error Terms are incorrectly written together or separated 

(e.g., “may be” instead of “maybe”) 

4 Word transcription error Words and/or phrases are transcribed wrongly (e.g., 

“superstition” instead of “substitution”) 

5 Missing words Words and/or phrases are not transcribed (e.g., 

missing the term “world”) 

6 Incorrect grammatical form Grammar is wrong (e.g., “cititen’s” instead of 

“citizens’”) 

7 Words added by mistake Words and/or phrases are transcribed that are not 

included in the recording (e.g., “citizen in uniform” 

instead of “citizen”) 
Note. In total, n = 8 recordings had to be excluded because the recording quality (code 4). 


