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Introduction I

• Web surveys struggle with increasingly low response rates (Daikeler et al. 2020)

• Social media platforms, such as Facebook and Instagram, offer “sophisticated” 
advertisement and target systems (Zindel 2022)

• Quick and easy access to unprecedented and diverse respondent pool

• Supports recruitment of (some) hard-to-reach populations

• However, data quality and integrity are potentially threatened by bots (Griffin et al. 
2022; Storozuk et al. 2020; Xu et al. 2022; Yarrish et al. 2019; Zhang et al. 2022)

• Programs that autonomously interact with systems, such as web surveys

• Bots may change survey outcomes and thus political and social decision-making (Xu et al. 2022)

• Bots were already used to manipulate public opinion through social media
• For example, during Brexit-Referendum in 2016 (Gorodnichenko et al. 2021)
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Introduction II

• There is ample literature on how bots infiltrate social media, distribute fake 
news, and skew public opinion (Howard et al. 2018; Ross et al. 2019; Shi et al. 2020)

• Consequences of bots for web surveys can be severe
• Bot-based responses may differ from human responses introducing measurement error

• Bots completing web surveys undermine public trust in social research (Xu et al., 2022)

• Bots can lead to in-/direct financial damages (Storozuk et al., 2020; Xu et al., 2022)

• Research on the prevention of bots for web surveys is scarce (Griffin et al. 2022; Storozuk et 
al. 2020; Xu et al. 2022; Yarrish et al. 2019; Zhang et al. 2022)

• Methods preventing bots from entering web surveys (e.g., CAPTCHAs)

• Analyzing answer behavior (e.g., open answers) 

• Analyzing completion behavior (e.g., response times)
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Limitations and Research Question

• Existing studies have methodological drawbacks
• Bot prevalence and consequences are investigated on an observational level

• No probability-based detection models and no simultaneous analysis of multiple indicators

• No distinction between rule-based and AI-based bots (Naga 2021; Shrivastav 2023)

• Most studies only consider rule-based bots

• Existing knowledge about rule-based bots may not hold for AI-based bots

• AI-based bots might be able to …
• … mimic completion behavior (e.g., mouse movements)

• … respond to question repetitions consistently (e.g., test-retest)

• … respond to questions meaningfully (e.g., open questions)

?? Do bots varying in sophistication show different completion characteristics ??
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Method: Bot Development

• A programmer was asked to program four bots with increasing capabilities 
without knowing the exact web survey design

• More sophisticated bots consist of the skills of less sophisticated bots
• Cumulative skill sets
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Rule-based bots AI-based bots

Basic Skills Bot
+ Answers one question per page
+ Answers open questions (based on string list)
+ No sleep time except for loading

Medium Skills Bot II
+ Answers all questions per page (based on LLM)
+ Answers open questions (based on LLM)
+ Sleep time is based on text reading time
+ Performs instructed tasks (attention check)

Medium Skills Bot I
+ Answers all questions per page
+ Answers image and text/number CAPTCHAs
+ Generates random email addresses with valid domains
+ Tackles invisible honey pot questions

Advanced Skills Bot
+ Answers multiple questions per page (based on LLM & memory)
+ Paradata generation (mouse movements, keystrokes etc.)
+ Video/voice transcription by ASR
+ Random persona selection (respondent modeling)



Method: Bot Showcase
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In the presentation, we included 
a video showing how bots 
complete the web survey



Method: Web Survey Design and Trials

• Web survey on same-sex marriages was programmed with Unipark
• Each of the four bots took the web survey 350 times (N = 1,400) in April 2024

• Mean completion times: 2.34 min (basic bot), 2.39 min (medium I bot), 3.19 min (medium II bot), 
and 11.06 min (advanced bot)

• The web survey included …
• … image CAPTCHA (counting cars)

• … single questions per web survey page (closed and open) including demographics

• … check-all-that-apply (CATA) question

• … multiple questions per web survey page (closed only)

• … consistency checks (differently poled closed questions)

• … invisible honey pot questions (in HTML code)

• … instructional manipulation check (IMC)

• The web survey included 43 questions, tasks, and instructions on 28 pages
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Method: Web Survey Screenshots I
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Method: Web Survey Screenshots II
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Results: Web Survey Completion
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Note. Rule-based bots (gold lines) and AI-based bots (black lines). Based on all 43 questions, tasks, and 
instructions placed on 28 web survey pages.

All bots complete the 
web survey 
somehow. Break-offs 
are very limited. 



Results: CAPTCHA
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Note. Rule-based bots (gold lines) and AI-based bots (black lines). Based on one CAPTCHA placed on the 
welcome page.

As programmed, 
CAPTCHAs do not 
constitute a problem 
for the bots. Except 
for the basic one.



Results: Honey Pot Questions
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Note. Rule-based bots (gold lines) and AI-based bots (black lines). Based on two honey pot questions 
implemented in the source code of two web survey pages.
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All bots conquer 
invisible honey pot 
questions. Even if 
they are not explicitly  
programmed to do so 
(rule-based bots).



Results: IMC
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Note. Rule-based bots (gold lines) and AI-based bots (black lines). Based on one IMC placed on one web 
survey page. IMC = Instructional Manipulation Check.
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IMCs challenge all 
bots. However, the 
advanced bot shows 
a “learning effect” 
getting better over 
trials.



Results: Item-nonresponse
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Note. Rule-based bots (gold lines) and AI-based bots (black lines). Based on nine closed and seven open 
questions placed on sixteen web survey pages.
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No differences 
between closed and 
open questions. Item-
nonresponse is 
enormously high for 
demographic 
questions (e.g., 
gender or school 
years).



Results: CATA Question
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Note. Rule-based bots (gold lines) and AI-based bots (black lines). Based on one CATA question on survey 
location placed on one web survey page. CATA = Check-All-That-Apply.
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Bots select a high 
number of survey 
locations (e.g., home, 
public transport, 
work). Except for the 
advanced bot that 
does not answer at 
all.



Results: Answer Consistency
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Note. Rule-based bots (gold lines) and AI-based bots (black lines). Based on six closed questions placed 
on one web survey page. Based on three narrative open questions placed on three web survey pages.
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Answer consistency is 
a challenge. AI-based 
bots do not take 
question stems but 
answer options into 
account (e.g., “agree”). 



Results: Answer Length
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Note. Rule-based bots (Basic and Medium I) and AI-based bots (Medium II and Advanced). Based on three 
narrative open questions placed on three web survey pages.
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Answer length 
increases with bot 
sophistication. It 
appears that they get 
“chatty.” Rule-based 
bots have pre-
determined string 
lists (e.g., “I am not 
sure”). 



Discussion and Conclusion

• Common whisper about bot behavior is only partially true
• For example, CAPTCHAs and honey pot questions do not pose a great challenge

• There are some clear differences between rule- and AI-based bots
• Answering personal or demographic questions – refusal by AI-based bots

• Answer length in open questions – tailored narrations by AI-based bots

• In a next step, we look at completion behavior using paradata
• Response times, user-agent-strings, scrolling, mouse movements etc.

• We then run machine learning algorithms in an unsupervised setting
• Extracting features from closed (e.g., inconsistency) and open answers (e.g., Type Token Ratio)

• Applying NLP to detect robotic language for AI-based bots

• Prediction models plus bot-based pretest application will be accessible soon
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